Few-cycle optical solitons in linearly coupled waveguides
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We consider soliton propagation in two parallel optical waveguides, in the presence of a linear nondispersive coupling and in the few-cycle regime. The numerical analysis is based on a set of two coupled modified Korteweg–de Vries equations. The evidenced few-cycle vector solitons are optical breathers. In addition to the usual breathing due to carrier-envelope velocity mismatch, we observe, and describe in detail, spatial oscillations of soliton’s amplitude and energy.
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I. INTRODUCTION

During the past years the use of ultrashort, few-cycle intense laser pulses extended the capability of observing and controlling unique physical phenomena, such as electron motion in atoms, molecular vibrations, and chemical reactions of complex molecules; see the review [1]. The intense experimental and theoretical activity in this area followed the seminal experimental results that were reported in 1999 by different research groups [2–5], on the generation and characterization of ultrashort (two-cycle or even sub-two-cycle) optical pulses from Kerr-lens mode-locked Ti:sapphire lasers. Such few-cycle intense optical pulses can be used in a variety of applications ranging from light-matter interactions, high-order harmonic generation, extreme nonlinear optics [6,7], attosecond physics [8,9], and open the door to zeptosecond-exawatt physics (i.e., the possibility of compression of petawatt pulses into the exawatt and zeptosecond regime) [10–12].

On the theoretical arena, a lot of studies in the area of ultrashort light pulses were based on the slowly varying envelope approximation (SVEA) by using various generalizations of the nonlinear Schrödinger (NLS) equation; see, for example, Refs. [13,14]. In addition, various theoretical approaches have been put forward beyond the common SVEA, such as the so-called unidirectional pulse propagation model [15,16], the Maxwell-Duffing description of ultrashort optical pulses in nonresonant media [17], and the Maxwell-Drude-Bloch model of few-cycle optical solitons [18]; for recent overviews of the main theoretical approaches in the area of nonlinear optics of ultrashort light pulses including few-cycle optical solitons, see Refs. [19–22]. The generic theoretical models beyond the SVEA that describe the evolution of such intense electric fields rely on the modified Korteweg–de Vries (mKdV) [23], the short-pulse [24–26], the sine-Gordon (sG) [27], double sG [8,28], and the mKdV-sG [29–31] equations; see also Refs. [32–36]. Recent relevant works in this very broad area deal with the study of subcycle optical breathing solitons [37], the problem of extreme self-compression of few-cycle optical solitons in the ionization regime [38], the generation of unipolar optical pulses in a Raman-active medium [39], the compression and collisions of chirped pulses in two-level media [40], the study of interplay of diffraction and nonlinear effects in the propagation of ultrashort pulses [41], and the dynamics of few-cycle solitons in birefringent media containing both symmetrical and asymmetrical molecules [42]. Although most of the above mentioned generic models are one-dimensional (1D) ones, studies of multidimensional few-cycle optical solitons have been also performed. It was shown in Ref. [43] that in bulk media, depending on the sign of the nonlinear coefficient, the cubic (Kerr-type) nonlinearity can lead to either catastrophic self-focusing or the enhancement of the diffraction effect. However, in quadratic nonlinear media either stable plane waves or stable few-cycle spatiotemporal optical solitons (alias light bullets) can form from few-cycle input pulses [44]; for a few papers that overview both the experimental and theoretical activity in the area of linear and nonlinear light bullets in a series of relevant physical settings see Refs. [45–48].

Typical 1D media supporting localized light propagation are planar waveguides and cylindrical optical fibers that rely on either refractive index variations of adjacent dielectric media or the special physical features of photonic crystals. The experimental studies of supercontinuum generation in photonic crystal fibers [49] are intimately related to the associated problem of the propagation of few-cycle pulses in such media [50,51].

Although the problem of few-cycle soliton propagation in optical media motivated a lot of theoretical studies, few of them considered the transverse evolution. However, the huge intensities required for few-cycle soliton formation require that pulses are strongly localized in both time and space. In bulk media, they may collapse or be strongly diffracted [43]. Hence, studies of propagation of few-cycle pulses in optical waveguides are important from both theoretical and experimental point of view. We mention here that theoretical studies of the propagation of few-cycle pulses in coupled optical waveguides have been performed by using the unidirectional pulse propagation equation [52] and experimental results on ultrashort pulse propagation in arrays of subwavelength waveguides have also been reported [53].

We considered some time ago [54] the waveguiding problem of few-cycle pulses in the frame of mKdV-type models, and we showed that nonlinear coupling can strongly modify the characteristic waveguiding properties. More recently, we established the generic equations that account for the coupling between two adjacent optical waveguides [55]. The analysis
was performed in the frame of a non-SVEA model, namely the generalized Kadomtsev-Petviashvili equation and a set of two coupled mKdV equations was derived [55]. It was revealed that three types of coupling can occur, involving the linear index, the dispersion, or the nonlinearity. The extensive numerical simulations involving a linear nondispersive coupling presented in Ref. [55] show a quite complex interaction between incident pulses. In order to describe properly this interaction, and to predict the outcomes of the optical coupler, it is necessary to determine and to describe as accurately as possible the stationary states, i.e., the vector solitons of the coupled system. This is the goal of the present paper. We will see that the typical oscillation between the two channels, which is known to occur in the linear regime, still exists in the case of few-cycle solitons, but with different frequency and amplitude.

The organization of this paper is as follows. In Sec. II we present the generic model based on the coupled mKdV equations and we discuss the key features of the corresponding few-cycle vector solitons. The detailed study of the amplitude and energy oscillations of the few-cycle vector solitons is given in Sec. III. Finally, Sec. IV concludes this paper.

II. THE MODEL AND THE FEW-CYCLE VECTOR SOLITONS

The governing model is the set of coupled mKdV equations,

$$\partial_t u + a \partial_x (u^3) + b \partial_x^3 u + c \partial_x v = 0, \quad (1)$$

$$\partial_t v + a \partial_x (v^3) + b \partial_x^3 v + c \partial_x u = 0. \quad (2)$$

Here $t$ and $z$ are the normalized time and propagation distance, respectively, whereas $u$ and $v$ are the normalized components of the few-cycle vector soliton.

It is very unlikely that the system of coupled mKdV Eqs. (1) and (2) admit any analytical solution, except in the special case where the system reduces to a single mKdV, i.e., if $u = \pm v$. In what follows we give some reasonable arguments supporting this conclusion. It is worth mentioning that no analytical periodic solution, either localized or periodic, of the nonintegrable system (1) and (2) is known, to the best of our knowledge. The Hirota bilinear form [56] of the mKdV equation cannot be extended to the system (1) and (2). Indeed, the Hirota method involves the transform $u = \partial_x \left[ C \arctan \left( \frac{z}{b} \right) \right]$ (with adequately chosen constant $C$), which lets appear the denominator $f^2 + g^2$ in the $u$ component of the sought-after exact solution. An analogous transform for $v$ as $v = \partial_x \left[ D \arctan \left( \frac{z}{c} \right) \right]$ would make appear another independent denominator $h^2 + k^2$ in the $v$ component of the sought-after exact solution, which would prevent from deriving a coupled Hirota bilinear form. However, several works were devoted to the study of analytic solutions to different forms of coupled mKdV-type equations. Apart from the so-called complex mKdV equation [57], in most of them the coupling is purely nonlinear, and in many cases noncoupling nonlinear terms were not considered; see, e.g., Refs. [58,59]. A very general system of coupled mKdV equations was presented in Ref. [60], of which our system (1) and (2) is a special case if we assume that all the coefficients $r_j$ and $e_j$ of the coupled mKdV equations introduced in Ref. [60] are zero excepting $r_1 = e_1$, $r_2 = e_2$, and $r_{12} = e_{12}$, which coincide with our coefficients $b$, $3a$, and $c$, respectively. In Ref. [60] three different kinds of periodic cnoidal-type solutions to the coupled mKdV system were reported. It is easily checked that the conditions for the first solution reported in Ref. [60] are not satisfied in our case. Regarding the second type of solution given in Ref. [60], the analysis is not as obvious, however, it can be shown that, excepting the case when the two coupled fields $u$ and $v$ coincide, for which the coupled system reduces to a single mKdV equation, the solvability conditions always reduce to $a = b = 0$, i.e., the resulting equation is the trivial one. The third kind of solution given in Ref. [60] is that corresponding to the reduction of the coupled system to a single mKdV equation, when $u$ and $v$ are proportional. Hence, according to the results reported in Ref. [60], our coupled nonlinear system does not admit any type of periodic cnoidal wave solutions, and it is very unlikely that any other periodic solution could be found analytically. The above considerations do not constitute a proof of the fact that no analytical solution of the system (1) and (2) exist at all (excepting the case $u = \pm v$). However, the arguments presented above constitute a strong indication that this conclusion holds.

In this work we solve numerically the set of coupled mKdV Eqs. (1) and (2) by means of a standard fourth-order Runge-Kutta scheme, in which the $t$ derivatives are computed using five-point finite difference formulas.

The transformation of variables,

$$t \mapsto \frac{t}{\sqrt{c}}, \quad z \mapsto z \sqrt{\frac{c}{a}} \left( \frac{u}{v} \right) \mapsto \frac{-u}{\sqrt{2c} v}, \quad (3)$$

reduces Eqs. (1) and (2) to the situation where $a = 2$ and $b = c = 1$. We use these normalized values of the coefficients throughout the paper. The above transformation of variables (3) exists provided that $a$, $b$, and $c$ have the same sign. The condition $ab > 0$ means that the nonlinearity leads to pulse compression; this assumption is required for the formation of solitons. However, the condition $bc > 0$ is not restrictive; the transformation

$$\left( \frac{u}{v} \right) \mapsto \left( -\frac{u}{v} \right), \quad (4)$$

implies the change of the sign of $c$ in Eqs. (1) and (2). Further, we will operate at some fixed frequency and energy.

The stationary states are not constant but oscillate with the propagation distance $z$. Generally speaking, few-cycle solitons are breathers; further we will see that the peak values and durations of both pulse components of the stable states oscillate with $z$. For convenience, we will still call them “stationary states” in spite of this intrinsic feature. Due to this peculiar feature, we cannot use the standard procedures to compute the stationary states, but need to extract them from the evolution equation. We use the following procedure: We start from some arbitrary initial data not too far away from the stationary state we want to obtain. As a first trial, we take for $u$ the analytical breather solution of the mKdV equation, i.e., of Eq. (1) with $c = 0$. The analytical solution initially derived in [56] can be found, e.g., in [27] (we use the parameter $p_1 = 1 + 4i$, with the notations of [27]). For the second component we set $v = qu$ with $q$ some real constant. A previously computed soliton
slightly modified by some arbitrary perturbation can also be used. Then we run the evolution until a soliton is formed and separated from the so-called radiation. The radiation is removed by temporal filtering, i.e., $u$ and $v$ are set to zero before and after the pulse, stopping at or starting from some fixed time from the center of the pulse, and the obtained result is used as a new input for propagation. The procedure is repeated until the pulse does not radiate any continuous wave any more.

Figure 1 gives a typical example of few-cycle vector soliton. In addition, the symmetry of the equation shows that the transform $(u, v) \rightarrow (-v, u)$ leaves the system unchanged, and consequently a second family of solitons straightforwardly deduces from the considered one.

Figure 2 shows the evolution of soliton’s maximum amplitude during propagation. We observe that the solitons feature two types of oscillations: The faster one is the usual breathing of the few-cycle pulses, which corresponds to the mismatch between phase and group velocities. The slower one corresponds to a periodic energy exchange between the two channels, as it exists in the linear situation.

The linearized version of the coupled Eqs. (1) and (2), i.e., when $\alpha = 0$, is easily solved for monochromatic plane waves. The plane wave solutions of the uncoupled equations are

$$u = A e^{-i(\omega t + abz)}$$

and when the coupling is introduced, the amplitudes $A$ and $B$ depend on $z$ according to

$$A = u_0 \cos \omega z + iv_0 \sin \omega z,$$

$$B = v_0 \cos \omega z + iu_0 \sin \omega z,$$

and consequently the maximum amplitude and the power density of the wave oscillate with spatial frequency $\omega z$.

We next define the central frequency of the soliton as

$$\nu_0 = \frac{\int_0^\infty \hat{u}(v)^2 dv}{\int_0^\infty \hat{v}(v)^2 dv},$$

where $\hat{u}$ is the Fourier transform of $u$.

The central frequency of all the computed solitons, evaluated using (8), remains very close to the value of $\nu_0 = 0.663$ obtained for the mKdV breather with parameter $p_1 = 1+4i$ with which we started the analysis.

The maximum amplitude and energy of monochromatic waves with frequency $\nu_0$ oscillate with spatial frequency $2c\nu_0 = 1.326$. The spatial oscillation frequencies $\sigma_a$ that are obtained by analyzing the energy and amplitude oscillations of the solitons have the same order of magnitude, but slightly lower: They range from 1.066 to 1.166, increasing slightly with the soliton amplitude.

III. THE AMPLITUDE AND ENERGY OSCILLATIONS OF THE FEW-CYCLE VECTOR SOLITONS

The oscillations of the energies $E_u = \int u^2 dt$ and $E_v = \int v^2 dt$ are almost perfectly harmonic, adequately fitted by expressions of the form

$$E_u = \langle E_u \rangle + \Delta E_u \sin(2\pi \sigma_a z + \phi_{E,u}),$$

where $\langle E_u \rangle$ is the mean value and $\Delta E_u$ some amplitude, and analogously for $E_v$. In Eq. (9), $\sigma_a$ is the spatial oscillation frequency. Due to energy conservation, $\Delta E_v = \Delta E_u$, and the energies in the two parallel waveguides oscillate in phase opposition. The same holds for the maximum amplitudes $A_u = \max(|u|)$ and $A_v = \max(|v|)$, for which we can give expressions analogous to (9), with analogous notations. The spatial oscillation frequency $\sigma_a$ ranges from 1.06 to 1.17, increasing approximately linearly with $\langle A_u \rangle$.

The values of $\Delta A_u$, $\Delta A_v$, and $\Delta E_u$ are extracted from the numerical data using the variance formula, as $\Delta E_u = \sqrt{\langle (E_u^2) \rangle - \langle E_u \rangle^2}$, where $\langle \cdot \rangle$ holds for averaging over $z$, and so on. We check that expression (9) adequately fits the $z$ evolution of the energy and amplitudes. They are plotted against $\langle A_u \rangle$ in Fig. 3.

The curves are well fitted with curves of the form

$$\Delta E_u \simeq R \sqrt{A_0 - \langle A_u \rangle},$$
and so on, with the same value of $A_0 = 1.854$ in every case, which implies that $\Delta A_u$, $\Delta A_v$, and $\Delta E_u$ are proportional. In fact, the ratio $A_u/A_v = 1.91 \pm 0.04$, the main fluctuations being due to the accuracy at the point where the oscillations vanish. The parabolic shape of these curves, the fact that the amplitude of the oscillations starts from zero at the vertex, recalls to a Hopf bifurcation. However, the situation is different, since there is no external control parameter here. We were not able to evidence a solution with amplitude larger than $A_0$, which would not oscillate as we can guess from Fig. 3. Such solution can either be unstable, or nonexistent.

The pulse duration also evolves periodically with the propagation distance $z$, and differs for the two components $u$ and $v$. We evaluate the durations $T_u$ and $T_v$ from numerical data using the second-order momentum,

$$T_u^2 = C_n \int_{-\infty}^{\infty} \frac{(t - t_u)^2 u^n dt}{\int_{-\infty}^{\infty} u^n dt},$$

in which

$$t_u = \int_{-\infty}^{\infty} \frac{tu^n dt}{\int_{-\infty}^{\infty} u^n dt}$$

(12)

is the pulse center, and analogously for $v$. However, the standard value of the exponent, $n = 2$, cannot be used because the contribution of the remaining radiation induces excessive numerical errors. Consequently, we use $n = 4$ for $u$ and $n = 8$ for $v$. The coefficients are defined in such a way that, for an hyperbolic secant pulse $u = A \sech pt$, $T_u = 1/p$.

Straightforward computation of the integrals gives

$$C_4 = \frac{2\sqrt{3}}{\sqrt{\pi^2 - 6}}, \quad C_8 = \frac{6\sqrt{2}}{\sqrt{6\pi^2 - 49}}$$

(13)

We find that the durations $T_u$ and $T_v$ oscillate in time, and can be fitted by sine curves analogous to (9). For the largest component $u$, the duration $T_u$ and the maximum amplitude $A_u$ oscillate in phase opposition, so that the product is almost constant. It still oscillates, however, with amplitudes ranging from 0.012 to 0.09, and mean value close to 2.

It must be recalled that the mKdV equation, i.e., one of Eq. (1) or (2) with vanishing coupling $c = 0$, admits breather solutions that can be interpreted as few-cycle solitons, and that some carrier wave and envelope can be defined for these breathers from the analytical expression of the solution and without any reference to the SVEA [29].

The expression of the envelope is the same as the one of the NLS soliton obtained within the SVEA and prolongates it in the few-cycle regime. It writes as

$$u = 2\sqrt{\frac{2p}{a}} p \sech \left( \frac{t - \frac{z}{V}}{V} \right),$$

(14)

where $p$ is an arbitrary parameter and $V$ is the group velocity of the pulse. In our computations $2\sqrt{\frac{2p}{a}} = 2$, and the area of the soliton is $A_u \times T_u = 2$. Hence the variations of the duration of the largest component $u$ of the vector soliton are correlated with the variations of amplitude in such a way that they satisfy the area theorem in the same way as in the absence of coupling. However, the cancellation is far from being exact. Multiplying $A_u = \langle A_u \rangle + \Delta A_u \sin(kz)$ and $T_u = \langle T_u \rangle - \Delta T_u \sin(kz)$, and writing the condition for the term proportional to $\sin(kz)$ to vanish, we get $\langle T_u \rangle \Delta A_u = \langle A_u \rangle \Delta T_u$. However, this condition is not satisfied, but $\langle (T_u) \Delta A_u \rangle / \langle (A_u) \Delta T_u \rangle \sim 0.7$. The oscillations of the durations are larger than what is required for the exact cancellation of this term.

The situation is completely different for the smaller $v$ component, since $T_v$ and $A_v$ oscillate in phase. The amplitude $A_v$ must decrease as $A_u$ increases due to energy conservation. The duration $T_v$ is driven by the duration $T_u$ and increases with it. As a result, $A_v$ and $T_v$ are in phase. Consequently the oscillations of their product are maximized. The amplitudes $\Delta T_v$ of the oscillations of $T_v$ follow the same square root law (10) as $\Delta E_u$, $\Delta A_u$, and $\Delta A_v$, as $\Delta T_u$ does. Notice that $\Delta T_v$ is quite larger than $\Delta T_u$. The ratio $\Delta T_v/\Delta T_u$ increases from about 1.6 to about 1.8 as $\langle A_u \rangle$ increases in the range of the computed solitons.

If we assume that $u$ and $v$ are proportional, as $u = Af(z,t)$, $v = Bf(z,t)$, where $A$ and $B$ are two constants, it is easily seen that Eqs. (1) and (2) reduce to a single mKdV equation to be satisfied by $f$ provided that $A = \pm B$, i.e., $u = \pm v$ (and using an adequate Galilean transform). We checked numerically that, at least for the value of parameters considered, this solution is unstable: The pulse turns into a vectorial soliton of the above family. Excepting this special unstable case, any other soliton solution requires a nontrivial relation between $u$ and $v$.

We want to see now how the ratio $v/u$ evolves, depending on diverse variables, and consider first the evolution of the angle $\theta = \arctan(v/u)$ with respect to $t$ along the pulse.

Figures 4 and 5 show a typical soliton profile. For completeness, the angle $\theta^*$ between the $u$ axis and the vector $(u,v)$ in the $(u,v)$ plane is also shown in Fig. 5. It is seen that the angle $\theta$ is close to a constant, although it is not exactly the case. The value of this constant can be computed for each propagation distance. It evolves periodically with $z$, with the same oscillation frequency as that corresponding to oscillations of energy, maximum amplitude, and duration.
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according to an expression analogous to (9), with some mean value \( \langle \theta \rangle \) and amplitude \( \Delta \theta \), as we have checked with the same method as above. The oscillations of \( \theta \) are in phase with those of \( u \), and consequently in phase opposition with respect to \( v \). The mean value \( \langle \theta \rangle \) and amplitude \( \Delta \theta \) of the angle can be plotted against the mean maximum amplitude \( \langle A_u \rangle \) (see Fig. 6); the obtained curve is comparable to the curves of Fig. 3, and can be fitted by a parabola according to Eq. (10), with the same vertex. As \( \langle A_u \rangle \) increases, it is seen that \( \Delta \theta \) decreases to zero from about one-fourth of the value of \( \langle \theta \rangle \). In the linear case, the angle \( \theta \) can be defined in the same way. It can be seen from Eqs. (6) and (7) that in the linear case the mean value is always \( \langle \theta \rangle = 45^\circ \) and the amplitudes \( \Delta \theta \) of its oscillations can vary between 0° and 90°. We thus conclude that the nonlinear behavior strongly differs from the linear one.

The oscillations of the angle \( \theta \) are related to the correlation between the amplitudes of \( u \) and \( v \) imposed by the conservation of energy. Let us evaluate the effect of this correlation by a simple computation. We assume that \( u = A(z)f(z,t) \) and \( v = B(z)f(z,t) \) are proportional to some fixed profile \( f \) (this is not possible unless \( A \equiv \pm B \)), and that the amplitude oscillates as \( A(z) = A_0 + \Delta A \cos kz \), and analogously for \( B \), with \( \Delta A \) and \( \Delta B \) small with respect to \( A_0 \) and \( B_0 \). Conservation of the energy imposes that \( B(z) = B_0 + \Delta B \cos kz \), with \( A_0 \Delta A = B_0 \Delta B \). The angle \( \theta = \arctan v/u \) is expanded in a Taylor series, and we get \( \theta = \theta_0 + \Delta \theta \cos kz \) with \( \Delta \theta = \Delta B/A_0 \). Hence \( \Delta \theta \) should be comparable with \( \Delta A_0/\langle A_u \rangle \). The value of the latter has the same order of magnitude as the former, but a bit smaller. In fact, the ratio \( (\Delta A_0/\langle A_u \rangle)/\Delta \theta \) is about 0.7 for most solitons computed. We can think that the oscillations are partly due to the conservation of energy, but they are enhanced by the variations of the duration.

The mean value \( \langle \theta \rangle \) of the angle that measures the optical field repartition between the two channels \( u \) and \( v \) is shown in Fig. 6. It is seen that \( \langle \theta \rangle \) depends on the mean value \( \langle A_u \rangle \) of the maximum amplitude of \( u \), and varies in a quite small range, between about 14.5 degrees and 16 degrees. Also, we can notice from Figs. 5 and 6 that most part of the energy is contained in the \( u \) component. However, the coupled system of Eqs. (1) and (2) remains unchanged if \( u \) and \( v \) are permuted. Hence a second family of solitons, for which most of energy is contained in the \( v \) component, also exists and can be deduced from the above analysis by symmetry. Recall that the analytical soliton with \( u = \pm v \) is unstable, as stated above.

\section*{IV. CONCLUSIONS}

We have analyzed the few-cycle vector optical solitons in two linearly coupled adjacent waveguides. We have considered the case of linear nondispersive coupling. The vector solitons feature specific oscillations with propagation distance \( z \), which are the trace of the corresponding oscillations between two coupled modes that occur in the linear regime. However, strong discrepancies between linear and nonlinear propagation regimes are evidenced: In the nonlinear regime the range
in which the ratio of the two field components of the few-cycle vector soliton oscillate is drastically reduced, and the frequency of oscillations is modified.

The knowledge of the stable states of the system allow us to interpret and even predict the outcome of the interaction of two incoming pulses in a waveguide coupler. Other types of waveguide coupling in the few-cycle regime, due to strong dispersion or nonlinearity, have also been discussed; see Ref. [55]. However, their effect on few-cycle vector soliton propagation will be reported elsewhere.
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